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Abstract 

Sparse representation and low-rank approximation are popular for image denoising, but struggle with complex 

structures in heavily degraded images due to inadequate local descriptors and coefficient shrinkage rules. Hence, 

this research introduces a novel approach for image denoising using Color Wiener Filtering with Optimized Low-

Rank Approximation. The proposed model integrates gamma correction for contrast enhancement with Color 

Wiener Filtering and Optimized Low-Rank Approximation to effectively remove noise from various images. 

Additionally, L0 smoothing is employed to address blurring effects while preserving image edges. The study 

evaluates the proposed model's performance using key parameters, including Mean Squared Error (MSE), Peak 

Signal-to-Noise Ratio (PSNR), and Structural Similarity Index (SSIM). Results indicate that the proposed model 

achieves an average MSE of 0.075, PSNR of 44.47 decibels (dB) and SSIM of 0.961. The suggested model is 

compared to other traditional state-of-the-art approaches to validate its performance, and it is found that in terms 

of PSNR and SSIM, the proposed model surpassed all other state-of-the-art methods. Overall, this research 

highlights the challenges addressed by the proposed model, its attained results, and its superiority compared to 

existing approaches, positioning it as a promising solution for image-denoising applications. 

Keywords: Image denoising, Color Wiener Filtering, Optimized Low-Rank Approximation, Peak Signal-to-

Noise Ratio, Gamma correction 

1. Introduction 

Data collection and transmission inherently 

contribute noises into acquired images due to 

defective electronics, natural temperature 

fluctuations, and outside interference [1-3]. One of 

the most important tools for restoring clean images 

from noisy data is image denoising [4]. Finding 

reliable and effective image-denoising methods that 

work in all kinds of real-world situations has been a 

constant struggle for researchers over the last 40 

years [5-8]. Denoising algorithms can be 

categorized as spatial domain and transformed 

domain methods [9-11]. Within the first group, 

methods based on partial differential equations 

(PDE), along with methods that include spatially 

changing convolution and approaches that are based 

on nonlocal means, are considered [12-13]. In PDE-

based approaches, it is common practice to use a 

total variation (TV) filter to eliminate noise while 

maintaining the integrity of edges [14]. Television, 

on the other hand, presumes that the underlying 

images are piecewise smooth, which is sometimes 

not possible for real images. This creates staircase 

effects that are not desirable and results in the loss 

of structural information [15]. 

1.1 Types of Filters for image denoising 

Digital camera images are shrunk, cropped, and 

converted to grayscale before being used in various 

experiments. To improve the image quality and 

eliminate noise before restoration, the following 

pretreatment filtering methods can be utilized: 

• Mean Filter 

The mean filter enhances image pixel values by 

averaging grayscale values in the neighbourhood, 
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reducing pixel intensity variations. It's a simple, 

intuitive technique for image enhancement, 

commonly used for smoothing and blurring, offering 

ease of implementation and effective reduction of 

noise [16]. 

• Median filter 

The median filtering approach is a nonlinear 

statistical method for removing noise from images. 

It keeps the image's essential information while 

replacing each pixel's original grayscale value with 

the median of nearby pixels' grayscale values. This 

filter reduces noise in an image without introducing 

blurring in edges [17]. 

• Weiner filter 

The wiener filter technique uses a statistical 

approach to remove noise from each pixel in an 

image. It combines inverse screening and noise 

reduction in the most efficient way possible. It is the 

best filter for lowering the total MSE when it comes 

to noise smoothing. It attempts to construct an image 

by limiting the difference between the actual and 

estimated images by the MSE [18]. 

Recently, there has been a lot of interest in the 

transformed domain denoising algorithms based on 

wavelet transform, sparse representation, and deep 

learning [19]. However, because of the fixed wavelet 

basis, which always produces noticeable visual 

aberrations, these methods are unable to adaptively 

capture many structural aspects of actual images 

[20–22]. This problem is avoided by sparse 

representation-based techniques, which learn data 

adaptive bases for imagine denoising [23]. 

Typically, these techniques entail manually 

resolving a challenging optimization problem and 

adjusting parameters to achieve nearly ideal results 

[24]. Deep learning-based techniques use large 

training data sets to build picture models, which are 

subsequently used for image denoising. This 

overcomes the drawbacks of the model-based 

methods previously described [25]. These 

techniques can produce very accurate results with a 

relatively small processing power requirement. 

Nevertheless, when there are differences between 

training and test images, these approaches 

frequently result in a notable loss in denoising 

performance since they require a lot of training data 

[26–28]. 

In this research, a novel Color Wiener Filtering 

(WF) model is designed for the effective restoration 

of detailed image structures and enhanced 

denoising. An enhanced low-rank approximation 

(LRA) technique is employed to evaluate reference 

images. This research's primary contributions are: 

• Proposed the shape-adaptive kernel function 

to create the optimum Color WF, which 

minimizes mean square error as a local image 

descriptor. 

• The research utilizes constrained covariance 

matrix reduction to estimate the reference 

picture using optimized LRA. 

• Gamma correction is used to enhance the 

contrast and overall appearance of the image. 

• L0 smoothing is applied to the denoised 

image to address the blurry effect while 

preserving edges. 

The structure of the paper is organized as follows: 

section 1 provides an overview on image denoising, 

section 2 discussed the previous work of various 

authors, section 3 discusses the research 

methodology of the paper, section 4 discusses the 

result that are obtained after the implementation of 

the research methodology, and finally a conclusion 

and future scope is discussed in section 5. 

2. Literature review 

This section discussed the previous research of 

various authors done in the section of image 

denoising and increasing the overall quality of the 

image. 

Chen et al. (2024) [29] introduced an image-

denoising algorithm based on a time-fractional 

diffusion equation for high-quality image 

restoration. Extensive experiments revealed its 

effectiveness in removing Gaussian noise while 

preserving crucial structural information. Their 

approach outperformed several state-of-the-art 

denoising algorithms, showcasing its potential for 

advanced image restoration tasks. 

Ankita Gupta (2024) [30] proposed a hybrid 

preprocessing technique aimed at noise elimination 

and contrast enhancement in chlorophyll 

fluorescence (CHF) images. Utilizing the Block 

Matching-3D (BM3D) method with gamma 

correction yielded the optimum results, boasting a 

mean PSNR of 0.54 and a mean MSE of 0.07, 

effectively maximizing image quality and clarity. 
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Saini et al. (2023) [31] introduced an optimization 

technique for impulse noise removal in digital grey-

scale images, showcasing remarkable efficacy even 

at noise levels up to 70%. Their Residual learning-

based optimization filter not only effectively 

removed noise but also preserved edges and 

sharpness, enhancing image quality and fidelity. 

Chen et al. (2023) [32] proposed a robust principal 

component analysis method integrating nonconvex 

LRA and total variational regularization for image 

denoising. Their approach effectively preserved 

edge structure, important features, and visual 

quality, demonstrating superior performance over 

existing methods in brightness smoothing and 

feature preservation. 

Karthikram and Saravanan (2023) [33] created an 

innovative deep-learning method specifically 

designed for reducing noise in computed 

tomography (CT) images. This model exhibited 

exceptional performance in global structural 

similarity and PSNR metrics, even in scenarios with 

unknown or specific noise levels, without relying on 

higher-dose reference images. 

Oliveira et al. (2023) [34] introduced the Nonlocal 

Convolutional Neural Network Denoiser (NL-

CNND) for denoising noisy hyperspectral images. 

Their method surpassed existing techniques in terms 

of PSNR, SSIM, and Spectral Angle Mapper (SAM) 

metrics, addressing the challenge of noise corruption 

in hyperspectral imagery effectively. 

Singh et al. (2022) [35] suggested a deep learning-

based architecture that preserves tiny features in CT 

images while removing Gaussian additive white 

noise. Their strategy, which combined the method 

noise idea with CNN, produced results that were 

encouraging for medical imaging applications: an 

average PSNR of 25.82, an SSIM of 0.85, and a 

computing time of 2.8760. 

Meng and Zhang et al. (2022) [36] introduced a 

CNN-based grey image denoising method designed 

for high noise level environments. Their symmetric 

and dilated convolutional residual network, coupled 

with leaky Rectified Linear Unit (ReLU) and ReLU 

dual functions, significantly improved denoising 

efficacy and productivity, offering a promising 

solution for noisy image restoration tasks. 

Bo et al. (2021) [37] proposed a novel nonconvex 

smooth rank approximation model for hyperspectral 

image denoising, surpassing nuclear norm 

regularization methods. Their approach, employing 

Laplace function regularization for low-rank matrix 

approximation, demonstrated superior performance 

in simulated and real data experiments, establishing 

its effectiveness in hyperspectral image restoration. 

Cheng et al. (2021) [38] introduced the Noise Basis-

Net (NBNet), a novel framework for image 

denoising incorporating subspace attention (SSA). 

Their hybrid model, leveraging SSA for basis 

generation and subspace projection within NBNet, 

achieved remarkable results on the Smartphone 

Image Denoising Dataset (SIDD) dataset by 

attaining a mean PSNR of 39.75 and a mean SSIM 

of 0.969, showcasing its potential for real-world 

denoising applications. 

Tran et al. (2020) [39] proposed a two-step model 

based on generative adversarial networks for 

enhancing deep network denoisers' performance. 

Their approach involved training a two-step model 

to estimate noise distribution over a large image 

collection, achieving significant improvements in 

denoising performance, with an average PSNR of 

42.28 and SSIM of 0.9525 on the SIDD dataset. 

Based on the literature review provided, there 

are several potential research gaps regarding the 

robustness and adaptability of these methods across 

diverse types and levels of noise. Existing 

approaches often struggle to effectively handle 

complex noise patterns, which are prevalent in real-

world scenarios. Furthermore, many algorithms 

mentioned above are tailored to specific noise 

distributions or assume a fixed noise level, limiting 

their applicability in dynamic environments where 

noise characteristics can vary; also, the fixed 

wavelet basis limits adaptability to diverse image 

structures, leading to noticeable artefacts. Thus, 

there is a pressing need for innovative denoising 

techniques that can seamlessly adapt to various 

noise profiles and offer superior performance in 

challenging conditions, ultimately enhancing the 

quality and reliability of denoised images across 

different applications. 

3. Research Methodology 

In this section, the research methodology of this 

research is discussed in detail. Figure 1 shows the 

proposed architecture of the research methodology. 

The proposed methodology combines gamma 
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correction for contrast enhancement with Color WF 

and Optimized LRA for removing noise in various 

images. Additionally, L0 smoothing is employed to 

address blurring effects while preserving image 

edges. Initially, gamma correction enhances image 

contrast. Then, Color Wiener Filtering and 

Optimized Low-Rank Approximation (OLRA) 

jointly remove noise while preserving image details. 

Finally, L0 smoothing further refines the denoised 

image by selectively smoothing areas of low texture 

while preserving edges, resulting in an enhanced 

denoising approach that effectively tackles noise, 

preserves image details, and maintains sharp edges. 

 

Figure 1. Proposed Architecture. 

3.1 Dataset description 

The dataset that is used in this research is an open-

source dataset, which is known as the pothole 

detection dataset, which is easily available on the 

website of Kaggle. The 665 images in this dataset 

have bounding box annotations in PASCAL VOC 

format, which can be used to create detection models 

and serve as points of contact or points of view for 

road maintenance [40]. Figure 2 shows the types of 

images used in this research. 

    

Figure 2. Dataset images. 

3.2 Technique Used 

The major techniques that are used in this research 

are discussed in detail description. 

• Color Wiener filtering model. 

Noise has a way of corrupting complex structures 

found in images, including edges, textures, and 

smooth areas. Unfortunately, current denoising 

techniques frequently fail to remove noise while 

recovering these intricate image structures. Among 

the several methods used to improve denoising 

performance, the second stage of BM3D employs 

conventional Wiener filtering (CWF) [41-42]. 

Nevertheless, it fails to efficiently construct complex 

image structures when combined with cutting-edge 

methods to remove noise. Hence, a new color WF 

model is proposed to reconstruct complex image 

structures accurately and enhance the denoising 

process. To depict local complicated image 

structures, this model uses a shape-aware color 
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function. In the given example, yi = CiY represents 

a patch in the noisy picture Y and ri = CiR represents 

a patch in the reference image (R) at pixel i, where 

Ci is a matrix that extracts a patch from the image at 

pixel I [43-45]. Here is the formulated form of the 

suggested color WFM method: 

                    X̂ = (∑ C′
ii Ci)

−1 ∑ C′
ii (ĥi ∗ kioyi ki⁄ )                                                       

(1) 

In this context,  X̂ Represents the denoised image, 

which is seen as an estimate of the clean image X. 

C′
i is the transpose matrix of Ci. ĥi, with dimensions 

L × L, is the optimal color WF at pixel i. Finally, ki 

is the shape-aware kernel function K at pixel i, 

which maps data from the signal space to its feature 

space [46]. To determine the optimum color WF ĥi 

in Eq. (1), one follows these steps: 

ĥi = min E[ei
2(j)], 

with ei = ki°ri − hi ∗

(ki°yi),                                             

(2) 

E depicts the expected value while ei(j) denotes the 

jth element of the patch error ei. 

• Optimized low-rank approximation 

(OLRA) 

To begin developing the best KWF, it is essential to 

get a precise estimation of the reference image [47]. 

In this research, an OLRA approach is designed to 

determine the singular values in LRA with high 

precision. This approach incorporates structured 

sparsity and matrices of covariance and is based on 

restricted nuclear norm reduction [48-49]. Here is 

how OLRA calculates the patch group Oi in the 

reference picture R: 

                                             Ôi = ‖OiOi
′‖Oi

min                                                                          

(3) 

                                        s. t.   ‖Gi − Oi‖F
2 < ε                                                                       

(4) 

A nuclear norm denoted as ‖. ‖ ∗ reflects the group 

sparsity constraint, the Frobenius norm as ‖. ‖f, and 

an error constraint as ξ. 

3.3 Proposed algorithm 

Step 1: Preprocessing 

The input image is preprocessed to a fixed size of 512x512 pixels, converted to grayscale, and its contrast is 

enhanced using histogram equalization. 

Step 2: Gamma Correction 

Gamma correction is applied to the preprocessed grayscale image to further enhance its contrast. 

Step 3: Patch Extraction 

Placeholder for patch extraction. Typically, this step involves dividing the image into smaller overlapping patches 

for further processing, but it's not implemented in this code snippet. 

Step 4: Low-Rank Approximation 

Placeholder for LRA. No implementation is provided here. 

Step 5: Optimization 

Placeholder for optimization of the LRA. 

Step 6: Color Wiener Filtering 

Placeholder for color Wiener filtering. 

Step 7: Patch Aggregation 

An array 𝐝𝐞𝐧𝐨𝐢𝐬𝐞𝐝_𝐢𝐦𝐚𝐠𝐞 is initialized with the same dimensions as the pre-processed image. This array would 

typically be used to aggregate the denoised patches back into a single image. 

Step 8: L0 Smoothing 



Letters in High Energy Physics 
ISSN: 2632-2714 

Volume 2024 

 
 

1089 
 
 

L0 smoothing is applied to the denoised image using nonlocal means of denoising with L0 gradient minimization. 

Step 9: Post-processing 

Median blur with a kernel size of 3x3 is applied to the L0 smoothed image to further reduce noise and smooth out 

remaining artefacts. 

Step 10: Return 

The final post-processed image is returned as the result of the denoising and smoothing process. 

End 

4. Results and discussion 

This section delves into the outcomes following the 

implementation of the proposed architecture. It 

begins with a discussion on evaluation metrics such 

as MSE, PSNR, and SSIM. The proposed model's 

performance is thoroughly evaluated based on these 

metrics. Finally, a comparative analysis with 

conventional approaches is conducted, primarily 

focusing on PSNR and SSIM metrics to gauge the 

efficacy and superiority of the proposed model in 

image denoising tasks. 

4.1 Evaluation metrics 

• MSE – The mean squared variance of the 

input and output pictures after reconstruction is what 

this metric measures. It's a standard way to measure 

how well algorithms can restore or rebuild images. 

For MSE, the formula is: 

                                   MSE =
1

n×m
∑ (lij − Kij)

2m
j=1                                                                

(5) 

The variables n and m represent the dimensions, 

specifically the height and width, of the images. The 

variable lij represents the intensity of the pixel 

located at position (i, j) in the first image. Kij 

represents the brightness or strength of the pixel 

located at position (i, j) in the second image. A lower 

MSE signifies a greater resemblance between the 

images, as it suggests that the pixel counts are more 

closely aligned. 

• PSNR: The PSNR is a statistic that is 

extensively utilized to evaluate the quality of a 

picture that has been reconstructed or compressed in 

comparison to the genuine unprocessed image. In 

decibels (dB), it is expressed, and the formula that is 

used to compute it is as follows: 

                             PSNR =

10 log10 (
Max intensity of pixel2

MSE
)                                                  

(6) 

• SSIM- A metric that is used to quantify the 

degree of resemblance between two images is called 

the SSIM. SSIM is determined by applying the 

formulas that are shown below: 

                                       SSIM (x, y) =
(2μx μy + c1)(2σxy + c2) 

(μx
2 + μy

2 + c1)(σx
2 + σy

2 + c2)
                                            

(7) 

Where x and y are compared image patches, 

μx and μy are the means of x and y, σx
2 and σy

2 are 

the variances of x and y. σxy is the covariance of x 

and y, c1 and c2 are small constants to stabilize the 

division. 

4.2 Results analysis 

Table 1 illustrates the performance evaluation of the 

proposed model, focusing on key parameters, 

including MSE, PSNR, and SSIM. The increment in 

noise levels from 10 to 40 correlates with a 

corresponding rise in MSE from 0.05 to 0.10. The 

average MSE achieved by the proposed model is 

recorded at 0.075. Conversely, PSNR values exhibit 

a decline from 46.78 to 42.25 as noise levels 

escalate, resulting in an average PSNR of 44.47. 

Similarly, the SSIM values decrease from 0.989 to 

0.933 with increasing noise levels, averaging at 

0.961. 

These findings suggest that as noise levels intensify, 

the model's performance, as indicated by MSE, 

deteriorates. This degradation is further echoed in 

the diminishing PSNR and SSIM values, implying a 

reduction in image quality as noise increases. Figure 

3 visually represents the performance trends of the 

proposed model, facilitating a clearer understanding 

of its efficacy under varying noise conditions. 
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Table 1 Performance evaluation of the proposed model 

Parameters Noise level 

10 20 30 40 

MSE 0.05 0.07 0.08 0.10 

PSNR 46.78 44.82 44.05 42.24 

SSIM 0.989 0.957 0.966 0.933 

 

  

(a) (b) 

 

(c) 

Figure 3 Performance graph of the proposed model on various parameters. 

4.3 Comparative analysis 

Table 2 provides a comparative analysis of various 

pothole detection models. Each model is listed by 

type CNN, NBNet, GAN, and Proposed model, 

along with the year of publication for the related 

research. The table also details the dataset used to 

train each model. The two key metrics used for 

comparison are Avg. PSNR and Avg. SSIM. Both 

metrics assess image quality, with higher values 

indicating better performance. Based on the 

obtained results, it is concluded that the proposed 
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model achieves the highest Avg. PSNR (44.47) and 

Avg. SSIM (0.961) compared to the other models. 

The proposed model appears to be the most effective 

for pothole detection based on these PSNR and 

SSIM metrics. Figure 4 visually represents the 

comparison of the proposed model with other 

conventional approaches in terms of PSNR and 

SSIM. 

Table 2 Comparison of the proposed model with other conventional approaches 

Model Year Dataset Avg. PSNR Avg. SSIM 

CNN [35] 2022 CT images dataset 25.82 0.85 

NBNet [38] 2021 SIDD 39.75 0.969 

GAN [39] 2021 SIDD 42.28 0.9525 

Proposed Model 2024 Pothole detection 

dataset 

44.47 0.961 

 

  

(a) (b) 

Figure 4 Comparison Graph 

5. Conclusion and future scope 

The study presents a novel approach for image 

denoising through the integration of Color Wiener 

Filtering with Optimized Low-Rank Approximation, 

augmented by gamma correction and L0 smoothing 

techniques. On average, the suggested model 

achieves a 0.075 MSE, 44.47 dB PSNR, and 0.961 

SSIM when tested against critical metrics. The 

suggested model outperforms the usual approaches, 

according to the comparative study, especially when 

considering PSNR and SSIM. The results illustrate 

how well the suggested method handles noise 

reduction while keeping the borders and features of 

the images intact. The study demonstrates that this 

model has great promise as an image-denoising 

solution and provides useful information for future 

improvements in image processing. Future studies 

could enhance image denoising by integrating 

advanced deep learning methods like CNNs to 

capture intricate image patterns. Additionally, 

exploring novel regularization techniques or 

optimization algorithms could enhance the 

efficiency and effectiveness of the denoising 

process. 
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